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Host–guest chemistry of rotaxanes and catenanes: application of a
polarizable all-atom force field to cyclobis(paraquat-p-phenylene)
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Modeling of host–guest complexes of cyclobis(paraquat-p-phenylene) with benzidine, biphenol, 1,4-diaminobenzene,
and benzohydroquinone in the gas-phase and in liquid CH3CN solution with molecular mechanics and Monte Carlo
statistical mechanics has been performed. The complexes are important structural elements for a wide variety of
self-assembling rotaxanes and catenanes with prospective use in nanoscale devices. However, their highly charged
nature presents potential challenges for accurate modeling. In particular, the need for explicit polarization has been
considered through computation of association energies using an all-atom force field with and without non-additive
electrostatic polarization terms. The effect of including PF6

� counterions has also been addressed. Polarization
generally strengthens the gas-phase interactions, but has modest effects on the structures of the complexes and on
the relative free energies of binding in solution, which are in reasonable agreement with experimental data.

Introduction
Molecular dynamics and Monte Carlo techniques have become
powerful tools in modern chemistry. They allow the study of
structures of molecular systems at the atomic level, compu-
tation of energetic properties of condensed-phase systems, and
analysis of the nature of chemical processes ranging from
solvation of simple molecules to protein stability and ligand
binding in solution.1 The quality of the computational repre-
sentation of real molecular systems is greatly affected by using
an accurate way to compute the potential energy of the molecu-
lar interactions. While in many cases, the simple and easily
transferable Coulomb and Lennard-Jones formalism is suf-
ficient, provided that careful parameterization has been carried
out prior to the target calculations, this standard way to repre-
sent intermolecular interactions shows significant drawbacks in
some instances. For example, the interaction of cations with
molecules containing aromatic rings is poorly reproduced with
classical force fields. Specifically, the magnitudes of gas-phase
association energies for complexes of benzene with Li�, Na�,
K�, and NH4

� are underestimated by about a factor of two.2

This problem can be solved by introducing a non-additive
electrostatic energy term depending on the permanent electro-
static charges and induced dipoles at polarizable atomic sites.
Such models have been used, for example, to successfully com-
pute properties of pure water,3 interaction energies for Na� with
peptides,4 and free energies of hydration for atomic ions.5 In
these calculations polarization contributed significantly to their
success.

Another class of systems in which a non-additive electro-
static term is potentially important is represented by some
rotaxanes and catenanes. Due to the recent advances in syn-
thetic supramolecular chemistry, such complexes have become
readily available via self-assembly procedures.6 This allows
preparation of nanoscale complexes of mechanically inter-
locked, yet not covalently bound molecules. Such systems have
interesting mechanoelectric properties allowing creation of
electro- and photochemically controllable molecular shuttles
to be used as a basis for nanoscale molecular switches and

† This paper is dedicated to the memory of Professor Robert R.
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information storing devices. Rotaxanes and catenanes are often
constructed as complexes of an electron-deficient molecular
“bead” sliding along a “thread” or ring with one or more
electron-rich stations.6,7 Having two similar donors in the same
thread leads to a molecular shuttle as the “bead” slides back
and forth between the stations at the thermally controlled rate
and spends an equal amount of time at both of them. This new
type of rearrangement is termed “translational isomerisation”.
Introducing an electron donor with lower oxidation potential
and thus with higher donating ability in the same thread makes
the electron-deficient unit spend more time near this station,
while oxidizing this donor may switch the equilibrium towards
the other end.

One of the most commonly used electron-deficient “beads” is
cyclobis(paraquat-p-phenylene) (1).6–8 It is a relatively rigid

molecule and its central cavity is able to accommodate substi-
tuted benzenes and biphenyl derivatives. When electron rich
molecules such as benzidine, biphenol, 1,4-diaminobenzene,
and hydroquinone (2, 3, 4, and 5, respectively) are linked by

polymethylene chains, they provide the stations. This allows
successful self-assembly of a variety of rotaxanes and caten-
anes.9 In addition, 2–5 are able to bind to the “bead” 1 as
simple single molecules, forming 1 :1 complexes in CH3CN
solutions.10,11
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While such complexes have been studied extensively in crys-
talline form with X-ray diffraction,12 their structures in solution
are not well established. Available experimental data are usually
restricted to visible and IR spectra indicating formation of
complexes and NMR results including applications of NOE
techniques, which allow rough estimation of average inter-
atomic distances.10,11 Consequently, molecular modeling of
rotaxanes, catenanes, and the host–guest complexes that they
are built upon is desirable to provide a more detailed under-
standing of the energetic and structural properties of the com-
plexes. Furthermore, results of computer simulations can help
classify the intermolecular interactions primarily responsible
for the molecular recognition in rotaxanes and catenanes and
their constituent complexes. There is controversy in this regard
and different authors have emphasized electrostatics and either
charge transfer or polarization as the key elements of the
binding.10–14

The size of the complexes does not allow modeling with
advanced ab initio quantum mechanical methods, and even if it
did, thermally averaged information in solution is most desir-
able.13 Thus, Monte Carlo (MC) statistical mechanics with an
empirical force field can be considered as an alternative means
of investigation here. However, the host 1 has a �4e electro-
static charge. Also, both the host and the guests are built mostly
of aromatic fragments. Therefore, attention to the non-additive
polarization interactions is necessary.13 Solving the problem
of choosing the adequate potential energy formalism for this
class of molecular systems should allow future computational
studies as a complement to the synthesis of new supramolecular
systems.

The work presented here addresses the methodology for
molecular modeling of rotaxanes and catenanes. Energy mini-
mizations of the 1–2, 1–3, 1–4, and 1–5 complexes in the gas
phase as well as determination of their relative free energies of
association in acetonitrile have been pursued with molecular
mechanics and Monte Carlo calculations using force fields
including and excluding non-additive polarization. The effect
of including four PF6

� counterions is also addressed. The
importance of taking into account thermal motion as in Monte
Carlo simulations or molecular dynamics is also demonstrated.

Computational details
Force field

The energy of non-additive electrostatic polarization, Epol, was
included in the total energy expression (1). Here Eintra represents

Etotal = Eintra � ENB
intra � ENB

inter � Epol (1)

intramolecular bond-stretching, angle-bending, and torsional
energy [eqn. (2)], ENB

intra and ENB
inter are the intra- and inter-

Eintra = Ebond � Eangle � Etorsion (2)

molecular Lennard-Jones and charge–charge electrostatic
energies. Calculations were also carried out with the polariz-
ation energy left out.

All internal degrees of freedom except those within the
aromatic rings were sampled in the host. The only internal
sampling for the guests was done for rotation of the NH2 and
OH groups and of the p-phenylene rings with respect to each
other. The almost rectangular shape of host 1 suggests a signifi-
cant strain, so that sampling the angle bending and bond
stretching seemed advisable in this case.

Ebond = Σ
bonds

Kr(r � req)2 (3)

Eangle = Σ
angles

Kθ(θ � θeq)2
(4)

The energies of the bond stretching and angle bending are

treated harmonically [eqns. (3), (4)]. Values of the constants Kr

and Kθ were taken from the AMBER all-atom force field 15 with
the exception of bond angles centered at the pyridinium nitro-
gen and the opposite carbon atoms. These angles had their
equilibrium value adjusted to have zero angle bending energy
when the whole ring was planar (Table 1).

The torsional energy, Etorsion, was computed according to
eqn. (5), for the dihedral angles, φi, where V1, V2, V3, and V4 are
Fourier coefficients. Note that the Fourier series in eqn. (5)

Etorsion = Σ
i

V 1
i

2
[1 � cos(φi)] �

V2
i

2
[1 � cos(2φi)] �

V3
i

2
[1 � cos(3φi)] �

V4
i

2
[1 � cos(4φi)] (5)

contains a V4 term which is usually not taken into account.16–18

It is necessary for accurately reproducing biphenyl-type tor-
sions which are present in both the host 1 and benzidine and
biphenol guests, 2 and 3.19 Values of all the bond stretching,
angle bending and torsional parameters are given in Tables 1
and 2.

The standard Coulomb plus Lennard-Jones formalism was
used to compute the non-bonded pairwise-additive part of the
intramolecular and intermolecular interactions. For the inter-
actions between molecules (or molecular fragments) a and b
eqn. (6) applies. The summation is over all interacting pairs of

Eab = Σ
on a

i
Σ

on b

j
[qiqje

2/rij � 4εij (σ12
ij /r

12
ij � σ6

ij /r
6
ij)] fij (6)

atomic sites i and j in a and b, and the standard combining rules

Table 1 Bond stretching and angle bending parameters

Bond or angle
req/Å or
θeq/degrees

Kr/kcal (mol Å2)�1 or
Kθ/kcal (mol rad2)�1

HC–CT
N�–CT
CA(benzene)–CT
C!–C! a

CA–C!–C! a

CA–N�–CT
N�–CT–HC
HC–CT–HC
HC–CT–CA
CA–CA–CA
CA–CT–N�

1.090
1.475
1.510
1.495
120.8
119.8
109.5
109.5
109.5
120.0
114.0

331.0
337.0
317.0
317.0
70.0
70.0
35.0
35.0
35.0
70.0
63.0

a The bonds and bond angles between the two pyridinium rings of the
host.

Table 2 Fourier coefficients (kcal mol�1) for the torsional energy

Dihedral V1 V2 V3 V4

CT–CA–CA–CA
(improper)
HC–CT–CA–CA
HC–CT–N�–CA
CA–C!–C!–CA a

C!–C!–CA–CA
(improper) a

N�–CT–CA–CA
CA–CT–N�–CA
CT–N�–CA–CA
(improper)
CA–CA–OH–HO

CA–CA–N(NH2)–X b

0.0
0.0
0.0
0.0

0.0
0.0
0.0

0.0
0.0

0.0

10.0
0.0
0.0
0.029

100.0
0.0
0.0

100.0
3.50

3.540

0.0
0.0
0.0
0.0

0.0
0.0
0.0

0.0
0.0

0.0

0.0
0.0
0.0

�0.370

0.0
0.0
0.0

0.0

0.200
0.0

a The dihedral angles between the two pyridinium rings of the host or
benzene rings of biphenyls. b X is a dummy atom positioned exactly
between the two H atoms of the guest’s NH2.
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(7) and (8) were employed. The scaling factor fij = 1.0 except for

εij = (εii εjj)
1/2 (7)

σij = (σii σjj)
1/2 (8)

the intramolecular 1,4-interactions which were scaled with
fij = 0.5. 1,2 and 1,3 non-bonded interactions are disregarded.16

All Lennard-Jones σ and ε parameters and electrostatic
charges for the guests and for the host p-phenylene rings were
taken from the OPLS-AA force field.16 Charges on the pyridin-
ium groups of the host were obtained by fitting to the electro-
static potential surface (EPS) with the CHELPG procedure
using 6-31�G* ab initio calculations; they are shown below
(in electrons). Such CHELPG charges have been shown to be

superior to Mulliken charges in reproducing experimental data
for host–guest complexes in solution and for single solvated
molecules.17,20 The same procedure was followed in obtaining
charges for the PF6

� counterions. All the atomic parameters are
listed in Table 3.

Non-additive electrostatic polarization

The electrostatic polarization energy of the system, whenever
included, was calculated from eqn. (9),4 where µ→j represents the

Epol = �¹̄
²
Σ
j

µ
→

j Ei
0 (9)

induced dipole moment at the ith polarizable atomic site and Ei
0

is the electrostatic field created by the permanent electrostatic
charges at its position.

The induced dipoles are determined from eqn. (10), where Ei

µ
→

i = αiEi (10)

is the total electrostatic field originating from both the perman-
ent charges and other induced dipoles at the position of the

Table 3 Lennard-Jones parameters, atomic charges, and polariz-
abilities

Atom q/electrons ε/kcal mol�1 σ/Å α/Å3 a

CA, benzene
CA(CA–CH2)
HA(benzene)
CT(-CH2-)
HC(-CH2-)
N�

C1 b

C2 b

C3 b

H1 on C1

H2 on C2

CA, guest c

CA, (CA–NH2)
CA, (CA–OH)
N(-NH2)
H(-NH2)
O(-OH)
H(OH)
P, PF6

�

F, PF6
�

�0.115
0.1534
0.115

�0.1942
0.1534

�0.0232
0.1652

�0.2798
0.2604
0.1753
0.1877
0.0
0.100
0.150

�0.900
0.400

�0.585
0.435
1.340

�0.390

0.070
0.070
0.030
0.066
0.030
0.170
0.070
0.070
0.070
0.030
0.030
0.070
0.070
0.070
0.170
0.0
0.170
0.0
0.200
0.061

3.55
3.55
2.42
3.50
2.50
3.25
3.55
3.55
3.55
2.42
2.42
3.55
3.55
3.55
3.25
0.0
3.07
0.0
3.7400
3.1181

1.739
1.352
—
1.835
—
1.030
1.739
1.739
1.352
—
—
1.352
1.352
1.352
1.864
—
1.024
—
—
—

a Ref. 21. b In the pyridinium rings. c C1 in biphenyls.

induced dipole [eqns. (11)–(13)]. This leads to matrix equation

Ei = Ei
0 � Σ

j
Tij µ

→
j (11)

Ei
0 = Σ

j
qiRji /R

3
ji (12)

Tij = Rij
�3 [3Rij × (Rij /R

2
ij) � 1] (13)

(14) for finding the µ→j to be used in eqn. (9). Eqn. (14) can be

Aµ
→ = E0 (14)

Aij = δij αi
�1 � (1 � δij) Tij (15)

solved exactly, but solving it iteratively is known to significantly
reduce computational time,3–5 so the latter method was
employed in this work. The resulting µ→j are used in eqn. (9) to
compute the polarization energy which is then included in the
expression for the total energy. Only heavy atoms in the host
and the guests were considered to be polarizable. Also, only
electrostatic charges of the host, guest, and counterions were
taken into account when computing E i

0. This was done for
computational efficiency in the liquid-phase MC calculations as
solvent moves then do not affect the polarization energy and
thus do not require the time-consuming procedure for its calcu-
lation. This makes it necessary to recompute E i

0, solve eqn. (14),
and use eqn. (9) to find the new value of the polarization energy
only if a solute (host, guest, or counterion) has moved. Such a
restriction can be justified by the fact that the host–guest inter-
actions are the strongest ones in the system and the normally
sufficient electrostatic and Lennard-Jones force field should be
adequate to describe the solute–solvent and solvent–solvent
interaction energies.

Furthermore, the host and the guests were divided into
molecular fragments and no two atoms inside the same frag-
ment were taken to interact via non-bonded or polarization
energy terms.

To prevent unphysical growth of Epol when Rij becomes small
and the point-dipole approximation used in eqns. (9)–(15) is no
longer valid, cutoff rule (16) is imposed. For each atomic pair i

Rij = Rij if Rij > Rcutoff
ij, Rij = Rcutoff

ij; otherwise (16)

and j, Rcutoff
ij is assumed to be equal to a parameter γ multiplied

by the sum of the van der Waals radii of atoms i and j
(Lennard-Jones σ divided by 25/6). To find the best value for γ
and to test the present polarization model, gas-phase energy
minimizations were carried out for complexes of benzene with
Na�, aniline with Na�, phenol with Na�, and pyridinium ion
with water using ab initio calculations at the MP2/6-31G*//6-
31G* level and the force field described above. The GAUS-
SIAN92 program was used for the quantum mechanical calcu-
lations.22 In all the cases, the Na� and the water oxygen atom
positions were restricted to be on a line normal to the plane of
the aromatic ring and passing through its center (Fig. 1). It was



2368 J. Chem. Soc., Perkin Trans. 2, 1999,  2365–2375

found that a γ of 0.86 allows the most accurate reproduction of
the ab initio results with the force field (Table 4). In fact, the
agreement between the empirical and MP2/6-31G*//6-31G*
results is notable for a model with only one adjustable
parameter, γ.

Computational protocol

All the host–guest complexes were optimized in the gas-phase
and the resulting structures were used as starting geometries for
the simulations of the solution. The gas-phase optimizations
and Monte Carlo simulations were carried out on Silicon
Graphics workstations using the BOSS program, version 3.6
modified to account for the polarization interactions and to
include the V4 term in the torsional energy expression.23 In
order to determine relative free energies of association in solu-
tion, free energy perturbation (FEP) calculations were run in
ca. 10 windows to convert the -NH2 to -OH groups in the
guests. The following thermodynamic cycle was used and ∆∆G

Fig. 1 Na�–aniline, Na�–phenol, and H2O–pyridinium ion complexes
used to test the polarizable force field. In all cases, vector R originates at
the center of the ring and is perpendicular to it. The H2O plane was
kept perpendicular to the pyridinium ring and passed through the N.
Heavy atoms of the rings were kept coplanar.

was obtained via eqn. (17).1 ∆G3 and ∆G4 were computed
through statistical perturbation theory (SPT).24,25

∆∆G = ∆G2 � ∆G1 = ∆G4 � ∆G3 (17)

Each MC run consisted of ca. 5 × 10 5 configurations without
solute moves to equilibrate the solvent structure, followed by at
least 10 6 configurations of equilibration with the full intra- and
intermolecular motions allowed for both the solvent and the
solutes. At least 5 × 10 6 additional configurations were used for
averaging the results. The starting and ending structures, which
correspond to the physically meaningful systems (complexes 1–2,
1–3, 1–4, and 1–5), were run for 6–10 × 10 6 configurations to
test the stability of the complexes and to obtain better equili-
brated starting geometries for the subsequent FEP runs. Each
liquid simulation involved 500 OPLS CH3CN molecules.26 The
PF6

� counterions were initially placed symmetrically near the
host, when they were included. All solvent–solvent and solvent–
solute interactions were truncated spherically at 12 Å separ-
ation with quadratic smoothing over the last 0.5 Å. The cutoffs
were based on C1 of acetonitrile and a well-distributed set of
non-hydrogen atoms for the host and guests. A standard correc-
tion was made to the energy for not including Lennard-Jones
interactions beyond the cutoff radius.27 The ranges for the vari-
ations of the internal degrees of freedom and for the rotational
and translational movements of the host, guest, counterions,
and the solvents molecules were adjusted to produce a ca. 40%
acceptance rate for new configuration. In all cases, the
isothermal–isobaric ensemble (NPT) was employed at 25 �C
and 1 atm (0.1013 MPa).

Results and discussion
Gas-phase structures and energies

First, optimizations of the cyclobis(paraquat-p-phenylene) host
were carried out with and without the PF6

� counterions and
with and without the non-additive polarization term. The
energy minima corresponding to centrally symmetric geom-
etries of the host were sought. A typical structure is presented
in Fig. 2, which also designates five geometrical parameters
whose optimized values along with the experimentally
observed 8 and 6-31G* optimized ones 13 are given in Table 5. It
can be seen that the force field reproduces the key geometrical
parameters well. The only result which is not in close agreement
with the experimental data is the angle θ describing the twisting

Table 4 Results for representative gas-phase complexes (energies in
kcal mol�1, distances in Å)

Property
Na�–
C6H6

Na�–
Aniline

Na�–
Phenol

H2O–
pyr�

∆E(ab initio) a

R(ab initio) a

∆E(MM) b

E(pol) b

R(MM) b

�29.3
2.45

�27.3
�14.2

2.44

�34.6
2.44

�36.0
�18.0

2.42

�29.3
2.46

�30.3
�19.2

2.51

�8.44
3.19

�8.92
�1.44

3.06
a MP2/6-31G*//6-31G*. b Molecular mechanics force field including
electrostatic polarization.
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of the pyridinium rings of the host with respect to each other.
The 6-31G* result for this angle is also high, so crystal packing
may be contributing to the discrepancies.

Structural and energetic results from optimizations of the
complexes of cyclobis(paraquat-p-phenylene) with benzidine,
biphenol, diaminobenzene, and hydroquinone are shown in
Figs. 3–5 and Tables 6 and 7. Geometries of the gas-phase
complexes did not depend much on including polarization, thus
only one representative structure for each complex type is illus-
trated. The optimized complexes all reflect substantial inclusion
of the guests in the central cavity of the host. Complexes of
cyclobis(paraquat-p-phenylene) with benzidine (1–2) and with
biphenol (1–3) were optimized in the gas-phase with and with-
out polarization. They were optimized starting in a symmetric
form with the center of symmetry inside the host and in a
non-symmetric alternative with the guests offset from the
centrally-symmetric position (Figs. 3 and 4, respectively). All

Fig. 2 Optimized gas-phase host structure (no polarization, no
counterions). Resultant values of the geometric parameters YY�, ZZ�,
θ, φ, and ψ for this and other gas-phase optimizations of the isolated
host are given in Table 5.

Table 5 Results of gas-phase optimizations for host 1 a (distances in Å,
angles in degrees)

System

Polarization PF6
� ZZ� YY� θ φ ψ

n
n
y
y

n
y
n
y

7.0
6.9
7.1
7.2

10.5
10.4
10.4
10.4

20
19
33
34

20
20
20
20

22
22
24
24

6-31G* b 7.7 10.0 29 — —
Experiment c 6.8 10.3 19 14 23

a For the meaning of the geometric parameters see Fig. 2. b Ref. 13.
c Ref. 6.

the structures were found to be true energy minima, so that no
constraints were needed.

The geometry of the 1–2 complex (Fig. 3a) is characteristic
of all the symmetric 1–2 complexes in the gas-phase. The ener-
getics without and with polarization are similar for the non-
bonded (Coulomb plus Lennard-Jones) host–guest interactions
(�34.44 and �34.69 kcal mol�1 in Table 6). The deformation
contributions to the association energies also have similar
values of 3.61 and 3.05 kcal mol�1, so that the difference in the
total energies of association, �30.83 vs. �34.82 kcal mol�1,
comes mostly from the polarization energy of �3.17 kcal mol�1

in the latter case.
Turning to the non-symmetric 1–2 complex (Fig. 4a), the

center of one of the aromatic rings of the guest is located close
to the center of the host. The net association energy for the
offset complex with benzidine (�23.29 kcal mol�1) is notably
less favorable than the energy for the corresponding symmetric
complex (�30.83 kcal mol�1) given in Table 6. This difference
comes about evenly from the deformational and intersolute
non-bonded interactions.

The symmetric complexes of 1 with biphenol (1–3) are geo-
metrically similar to the 1–2 complexes (Fig. 3b). While the
non-polarizable symmetric 1–3 complex was found to have a
total additive host–guest interaction of �26.59 kcal mol�1, its
polarizable counterpart yielded a corresponding value of
�24.34 kcal mol�1 (Table 6). This decrease in the pairwise
binding energy is partly compensated by the polarization
effects, which are greater for the 1–3 complexes (�4.75 kcal
mol�1) than with the benzidine guest (�3.17 kcal mol�1). The
polarizable symmetric 1–3 complex also pays a higher price in
deformation energy (2.52 kcal mol�1) for the association than
the non-polarizable one (1.76 kcal mol�1). The higher polariz-
ation effect for the biphenol complexes vs. the benzidine ones
can probably be explained by the stronger local electrostatic
field produced by the hydroxy groups of the guest. Thus, the
greater polarization effect is due to stronger polarization of the
host rather than of the guest.

The geometry of the offset 1–3 complex is also similar to that
of the 1–2 analog (Fig. 4b). The total energy of association
(�15.70 kcal mol�1, Table 6) is 9.14 kcal mol�1 higher than for
the corresponding symmetric complex (vs. 7.54 kcal mol�1 in

Table 6 Energetic results of gas-phase optimizations for complexes
1–2 and 1–3 in kcal mol�1

System Polarization ∆Etotal
a ∆Edef

b ∆EXX
c ∆Epol

d

1–2 sym.
1–2 offset
1–3 sym.
1–3 offset
1–2 sym.
1–3 sym.

n
n
n
n
y
y

�30.83
�23.29
�24.84
�15.70
�34.82
�26.57

3.61
6.92
1.76
7.00
3.05
2.52

�34.44
�30.21
�26.59
�22.70
�34.69
�24.34

—
—
—
—

�3.17
�4.75

a Energy of complex formation computed as difference between the
total energy of the complex and total energies of the separate com-
ponents. b Energy of deformation (bond stretching, angle bending,
torsional energy and the intramolecular non-bonded interactions).
c Additive solute–solute interaction energy. d Non-additive electrostatic
polarization energy.

Table 7 Energetic results in kcal mol�1 of gas-phase optimizations for
complexes 1–4 and 1–5 a

System Polarization ∆Etotal ∆Edef ∆EXX ∆Epol

1–4
1–4
1–5
1–5

n
y
n
y

�24.48
�25.70
�24.16
�22.98

3.16
2.62
2.78
2.70

�27.64
�27.01
�26.94
�26.64

—
�1.30

—
0.96

a Same definitions as in Table 6.
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Fig. 3 Typical structures of gas-phase optimized symmetric 1–2 (a) and 1–3 (b) complexes.

Fig. 4 Typical structures of gas-phase optimized offset 1–2 (a) and 1–3 (b) complexes.

the benzidine case). The deformation energy of 7.00 kcal mol�1

is also significantly higher than the deformation energy of the
symmetric system. The total host–guest interaction energy of
�22.70 kcal mol�1 is 3.89 kcal mol�1 higher than for the sym-
metric form (4.23 kcal mol�1 for the benzidine complex). The
general trend from the optimizations that the 1–benzidine com-
plexes are more stable is in-line with experimental data showing
a higher association constant for the 1–2 complex than for the
1–3 one (1044 M�1 vs. 140 M�1),10 though solvation remains to
be considered in the calculations.

Representative optimized structures for the cyclobis-
(paraquat-p-phenylene) complexes with the disubstituted ben-
zenes, diaminobenzene 4 and hydroquinone 5, are shown in Fig.
5 with their energetic data in Table 7. The NH2 and OH groups
are now located close enough on the guests so that they can
simultaneously interact with the pyridinium nitrogens of the
host. Once again, including polarization has no significant
effect on the structure of the 1–diaminobenzene complex (Fig.

5a). The energetics (Table 7) also do not undergo substantial
changes. The total host–guest non-bonded interaction energy
changes from �27.64 to �27.01 kcal mol�1 as the polarization
is added with the Coulombic and Lennard-Jones components
going from �12.95 to �12.86 and from �14.68 to �14.15 kcal
mol�1, respectively. The deformation energy decreases slightly
from 3.16 to 2.62 kcal mol�1, so that the total lowering of the
association energy from �24.48 to �25.70 kcal mol�1 is largely
due to the emerging polarization attraction of �1.30 kcal
mol�1.

Polarization is also the major factor in changing the 1–5
complexation energy from �24.16 to �22.98 kcal mol�1. While
the deformation energies for the complexes with and without
polarization are very close (2.70 and 2.78 kcal mol�1, respect-
ively) and so are the additive host–guest interactions (�26.64
and �26.94 kcal mol�1), the polarization energy of 0.96 kcal
mol�1 is responsible for the complex with polarization becom-
ing slightly less stable. This result presages an increase in the
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Fig. 5 Typical structures of gas-phase optimized symmetric 1–4 (a) and 1–5 (b) complexes.

Table 8 Results of the FEP calculations for the 1–2 to 1–3 and 1–4 to 1–5 mutations in CH3CN (energies in kcal mol�1) a

Perturbation Polarization PF6
� ∆G3 (unbound) ∆G4 (bound) Calc. ∆∆G Exptl. ∆∆G b

1–2→1–3
1–2→1–3
1–2→1–3
1–2→1–3
1–4→1–5
1–4→1–5

n
y
n
y
n
y

n
n
y
y
n
n

�0.98 ± 0.14
�0.98 ± 0.14
�0.98 ± 0.14
�0.98 ± 0.14
�1.14 ± 0.14
�1.14 ± 0.14

0.51 ± 0.19
�0.59 ± 0.22

0.98 ± 0.17
�0.20 ± 0.15

0.20 ± 0.12
0.28 ± 0.15

1.49 ± 0.23
0.39 ± 0.26
1.96 ± 0.21
0.78 ± 0.20
1.34 ± 0.18
1.42 ± 0.20

1.19
1.19
1.19
1.19
1.09
1.09

a Statistical uncertainties computed with the batch means procedure. b Refs. 10, 11.

free energy of association difference for the 1–4 and 1–5 com-
plexes in acetonitrile after including polarization. It may also be
noted that the lessened influence of polarization on the com-
plexation energetics for the disubstituted benzenes than the
biphenyls is consistent with prior quantum mechanical results.13

The optimized symmetric complexes were used as starting
points for the calculations in solution. Any biases from this
choice should be removed during the initial equilibration part
of the Monte Carlo computations.

Liquid-phase Monte Carlo simulations

Perturbations in acetonitrile solution have been carried out
from the cyclobis(paraquat-p-phenylene) complex with the
benzidine guest to the complex with the biphenol guest using
the force fields including and excluding the polarization, and
with and without the PF6

� counterions. Perturbations from the
complexes of 1 with diaminobenzene to its hydroquinone
analogue (1–4 to 1–5) were also performed with and without
the polarization but with no PF6

� ions. Monte Carlo simu-
lations of the 1–2, 1–3, 1–4, and 1–5 complexes in CH3CN had
been run before starting the FEP calculations. Representative
structures from the MC simulations are given in Figs. 6 and 7.
Free energy differences obtained for the mutations are given in
Table 8.

Liquid-phase NMR data suggest that the cyclobis(paraquat-
p-phenylene) complex with benzidine 2 is either quite close to
the symmetric form similar to the geometries shown on Fig. 3a,

or that the average structure is close to this form, while the guest
may be actually moving back and forth inside the host.10 In the
calculations, the guest stayed inside the host’s cavity for several
million MC configurations but finally came to a more protrud-
ing position in all cases. Fig. 8 shows snapshots from the simu-
lations of the 1–2 complex without polarization after different
numbers of configurations. The guest stayed close to the sym-
metric position for about 6 million configurations, but then it
finally shifted outward. An entropic term is expected to favor
the offset structures in solution since they represent a larger
fraction of the available configuration space than the sym-
metrical structures. The offset structures may also be expected
to be favored by better enthalpic solvation of the more exposed
host and guest.

The structural behavior of the 1–2 complex in acetonitrile
did not depend on whether the counterions were included or
not, the guest drifted to the shifted position in all cases. Inclu-
sion of polarization yielded the same outcome too. These
results are, in fact, consistent with the experimentally deter-
mined crystal structure of the 1–2 complex.28 Fig. 9 shows the
X-ray structure, which is notably similar to the endpoints from
the liquid-phase simulations (Figs. 6 and 8).

The observation that the host–guest complex prefers at least
one polar group of the guest to be close to the host cavity is
supported by the structural results of the simulations of the 1–4
and 1–5 complexes. In these cases the polar NH2 or OH
groups of the guests can have favorable electrostatic inter-
actions with the positively charged host simultaneously. Thus,
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Fig. 6 Representative structures of the 1–2 and 1–3 complexes in CH3CN without (a) and with (b) the PF6
� counterions.

these complexes are much closer to being centrally symmetric
than the former ones (Fig. 7). In fact, the guests 4 and 5 drifted
little from their positions in the gas-phase optimized structures
(Fig. 5).

These structural results clearly show the advantage of the
Monte Carlo simulations over simple energy minimizations.
The energy minimum for the 1–2 complex has the benzidine
guest positioned symmetrically inside the host cavity. One
might assume this shape of the complex to also be the pre-
dominant one in the liquid phase and thus use it in continuum
solvation calculations or for optimizing the complex in the
presence of just a few solvent molecules.13 However, the Monte
Carlo simulations of the 1–2 complexes in solution indicate that
this geometry is metastable, the guest eventually shifts outward,
as in the crystal structure.

The relative ∆G’s of association for the 1–2 and 1–3, and 1–4
and 1–5 complexes calculated with different models are com-
pared with the available experimental data in Table 8.10,11 While
inclusion of the polarization interactions does not alter signifi-
cantly the structural properties, the energetic results are some-
what affected. ∆∆G of association of 1 with benzidine and
biphenol including the PF6

� counterions is overestimated by 0.8
kcal mol�1 without the polarization (1.96 vs. 1.19 kcal mol�1),
while including the polarization yields a result closer to the
experimental one (0.78 kcal mol�1). Taking into account the
counterions also raises ∆∆G in both cases (1.49 vs. 1.96 and
0.39 vs. 0.78 kcal mol�1 without and with the polarization,
respectively). Overall, the computed ∆∆G values for the 1–2 and
1–3 complexes are all qualitatively reasonable; the small quanti-
tative error for the result with the polarization and counterions
is gratifying.

Including polarization for the diaminobenzene and hydro-

quinone guests increases the magnitude of the ∆∆G from 1.34
to 1.42 kcal mol�1, though the difference is within the statistical
uncertainties. Both results are in excellent accord with the
experimental difference of 1.09 kcal mol�1 (Table 8).

A final issue to expand on about the force field is the source
of the electrostatic charges for the diaminobenzene and hydro-
quinone molecules. While the utilized charges for the NH2 and
OH groups reproduce well observed properties of liquid aniline
and phenol,29 disubstituted benzenes were studied in this work
and thus the aniline- and phenol-based OPLS electrostatic
charges may be not entirely adequate. To test the sensitivity of
host–guest interactions in the 1–4 and 1–5 complexes an
additional gas-phase study was undertaken. The diamino-
benzene and hydroquinone molecules were optimized with the
GAUSSIAN92 program using the 6-31G* basis set. Values of
the CHELPG/OPLS charges (in electrons) are shown below.

Although the CHELPG and OPLS charges for the NH2 and
OH groups themselves are quite similar, the atoms of the
phenyl rings have different charges, especially the ipso carbon
atoms. The OPLS charge for these atoms in diaminobenzene is
only �0.100 electron, while the CHELPG charge is �0.448 e. It
should also be pointed out that there is a significant asymmetry
in the hydroquinone charge distribution. All the non-ipso
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Fig. 7 Representative structures of the 1–4 and 1–5 complexes in CH3CN without (a) and with (b) the electrostatic polarization.

phenyl carbons are equivalent in the OPLS approach, yet their
CHELPG charges are different (�0.326 e for the carbons cis to
the hydroxy hydrogens and �0.183 e for the other two). This
difference may be unimportant in modeling bulk properties, but
it may affect local host–guest interactions. It may also just be an
artifact of the EPS-fitting procedure.

In any event, complexes 1–4 and 1–5 were optimized with
and without polarization using both the OPLS and 6-31G*
CHELPG charges for the guests. The structures of the com-
plexes are the same as in Fig. 5. The association energy for 1–4
changes from �24.48 to �22.33 kcal mol�1, when the OPLS
charges are replaced by the CHELPG ones without polariz-
ation, and from �25.70 to �23.21 with polarization included.
The corresponding changes for the 1–5 complexes are from
�24.16 to �17.72 kcal mol�1 and from �22.98 to �18.85 kcal
mol�1, respectively. Though the differences would be damped in
solution, the significantly larger intrinsic difference between the
1–4 and 1–5 complexes with the CHELPG charges would likely
yield larger ∆∆G values and poorer accord with the experimental
data in Table 8.

Conclusion
Results of calculations on complexes of cyclobis(paraquat-p-
phenylene) with benzidine, biphenol, 1,4-diaminobenzene, and
hydroquinone in the gas-phase and in CH3CN solution with
molecular mechanics and Monte Carlo simulations have been
reported. The complexes were chosen for their importance as
basic structural elements in a wide variety of rotaxanes and
catenanes and for their prospective use in nanoscale molecular
devices. Net association energies of the donor–acceptor pairs in
the gas phase and their relative free energies of association in
acetonitrile solution were computed with an all-atom molecular
force field including electrostatic polarization as well as with the
standard OPLS-AA force field. Both approaches gave similar
structural results in agreement with available X-ray data and
relative free energies of binding in good accord with experi-
ment. However, inclusion of the polarization in acetonitrile
lowered the magnitude of ∆∆G for the benzidine–biphenol pair
from 1.96 to 0.78 kcal mol�1 with the PF6

� counterions
included and improved the accord with the experimental value



2374 J. Chem. Soc., Perkin Trans. 2, 1999,  2365–2375

Fig. 8 Snapshots of the complex of 1 with benzidine after the indicated numbers of Monte Carlo configurations in CH3CN without polarization.
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of 1.19 kcal mol�1. At the same time, including the polariz-
ability made the absolute value of the free energy difference
slightly greater for the 1,4-diaminobenzene–hydroquinone pair.
Overall the force field including non-additive electrostatic
polarization appears suitable for further modeling of rotaxanes,
catenanes, and related molecular systems. Hopefully, this suc-
cess will encourage further computational studies of similar
complexes and a better understanding of their structural and
energetic properties.
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